
ECCOMAS Thematic Conference on Multibody Dynamics
July 24 - 28, 2023, Lisbon, Portugal

Energy-consistent integration of mechanical systems
based on Livens principle

Philipp L. Kinon, Peter Betsch

Institute of Mechanics
Karlsruhe Institute of Technology (KIT)

Otto-Ammann-Platz 9, 76131 Karlsruhe, Germany
[philipp.kinon, peter.betsch]@kit.edu

ABSTRACT

In this work we make us of Livens principle (sometimes also referred to as Hamilton-
Pontryagin principle) in order to obtain a novel structure-preserving integrator for
mechanical systems. In contrast to the canonical Hamiltonian equations of motion,
the Euler-Lagrange equations pertaining to Livens principle circumvent the need to
invert the mass matrix. This is an essential advantage with respect to singular mass
matrices, which can yield severe difficulties for the modelling and simulation of multi-
body systems. Moreover, Livens principle unifies both Lagrangian and Hamiltonian
viewpoints on mechanics. Additionally, the present framework avoids the need to set
up the system’s Hamiltonian. The novel scheme algorithmically conserves a general
energy function and aims at the preservation of momentum maps corresponding to
symmetries of the system. We present an extension to mechanical systems subject to
holonomic constraints. The performance of the newly devised method is studied in
representative examples.

Keywords: Livens principle, Structure-preserving integration, Singular mass matrix,
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1 INTRODUCTION
Over time, two approaches to the description of dynamical systems have been developed: The
well-known Lagrangian and Hamiltonian formalisms both consider descriptive energetic scalars
and deploy certain operations on them to generate the system’s equations of motion. However, an-
other formulation, which unifies both frameworks by means of independent position, velocity and
momentum quantities has been proposed by Livens [1]. This Livens principle has been recently
taken up (cf. [2, 3]) under the name of Hamilton-Pontryagin principle due to its close relation
to the Pontryagin principle from the field of optimal control [4]. Livens principle allows for an
advantageous universal description due to its mixed character.

Additionally, when simulating multibody system dynamics, the mathematical properties of the
formulation heavily depend on the particular choice of coordinates. In certain frameworks, the
mass matrix can even become singular or does depend on the coordinates themselves (cf. [5, 6]).
These cases pose some difficulties for Hamiltonian methods, since the inversion of the mass matrix
might not be admissible.

Thus, in the present work, we propose the application of Livens principle to multibody system
dynamics which circumvents the problem of singular mass-matrices. This extends previous works
[7, 8], in which a novel variational principle has been derived based on Livens principle, with
respect to more general mass matrices.

In recent times, the focus of scientific research has become to derive numerical integration meth-
ods, which are capable of solving the equations of motion approximately. Therefore, the class of
structure-preserving integrators seeks to inherit the conservation principles of dynamical systems



in a discrete sense (cf. monographs such as Hairer et al. [9]). In the field of mechanics, structure-
preserving integration schemes can be mainly divided into two different groups: symplectic meth-
ods, of which variational integrators are an important subclass, and energy-momentum integrators.

In the present contribution we focus on the approach of energy-momentum methods: Based on
the direct discretization of the Livens equations of motion in conjunction with Gonzalez discrete
derivatives [10], we obtain an energy-consistent time-stepping scheme. This method is able to take
into account both singular and configuration-dependent mass matrices. It achieves discrete energy
preservation and satisfies holonomic constraint functions exactly.

The outline of the present work is as follows: In Sec. 2 the fundamentals of Hamiltonian dynamics
are briefly recapitulated. Thereafter, we introduce Livens principle in Sec. 3 and extend it to holo-
nomically constrained systems in Sec. 4. In Sec. 5 we discretize the deduced equations of motion
to obtain an energy-consistent time-stepping scheme, which is used in Sec. 6 for the simulation
of representative example problems. Sec. 7 concludes the findings and gives a short outlook for
future research.

2 HAMILTONIAN DYNAMICS
Consider the motion of a dynamical system with d degrees of freedom with positions q ∈ Q and
velocities q̇∈ TqQ, where Q⊂Rd denotes the configuration space and TqQ⊂Rd the tangent space
to Q at q.

Definition 2.1. The system’s Lagrangian L : T Q→ R is given by

L(q, q̇) = T (q, q̇)−V (q) =
1
2

q̇ ·M(q)q̇−V (q), (1)

where T : T Q→R is the kinetic energy, M(q) ∈Rd×d denotes the symmetric and positive-definite
mass matrix and V : Q→ R is a potential function.

The total energy of the system is given by the sum of kinetic and potential energy, i.e.

Etot(q,v) = T (q,v)+V (q). (2)

Definition 2.2. The Hamiltonian H : T ∗Q→ R is obtained by employing a Legendre transforma-
tion FL : (q, q̇) 7→ (q,p), where the conjugate momenta are defined throught the fiber derivative

p := D2L(q, q̇) (3)

such that

H(q,p) = p · q̇(q,p)−L(q, q̇(q,p)). (4)

Given a Lagrangian (1), the Hamiltonian reads

H(q,p) = T (q,p)+V (q) =
1
2

p ·M(q)−1p+V (q). (5)

Eventually, the well-known Hamiltonian equations of motion appear in their canonical form

q̇ = D2 H(q,p) (6a)

ṗ =−D1 H(q,p) (6b)

which can be specified for the systems with Lagrangian (1) as

q̇ = M(q)−1p, (7a)

ṗ =−D1 T (q,p)−DV (q), (7b)

Note that this approach requires to set up the Hamiltonian which in turn requires the inversion of
the mass matrix. Thus, we now want to introduce a different and more general framework.



3 LIVENS PRINCIPLE
From Hamilton’s principle of least action

δ

∫ T

0
L(q, q̇)dt = 0 (8)

one can proceed by allowing the velocities to be independent variables v ∈ TqQ. The kinematic
relation q̇ = v can be enforced by means of Lagrange multipliers p ∈ T ∗q Q.

Definition 3.1. The augmented action integral for Livens principle reads

S(q,v,p) =
∫ T

0
[L(q,v)+p · (q̇−v)] dt (9)

for the simulation time t ∈ [0,T ].

By stating the stationary condition

δS(q,v,p) = 0 (10)

and executing the variations with respect to every independent variable, one obtains the equations
of motion

q̇ = v, (11a)

ṗ = D1 L(q,v), (11b)

p = D2 L(q,v), (11c)

where the arbitraryness of variations and standard endpoint conditions δq(t = 0) = δq(t = T ) = 0
have been taken into account.

With regard to (11c) the Lagrange multiplier p can be identified as the conjugate momentum. Thus,
Livens principle automatically accounts for the Legendre transformation (4), whereas within the
framework of Hamiltonian dynamics momentum variables have to be defined a priori using the
fiber derivative. In analogy to (4), a generalized energy function can be introduced as follows.

Definition 3.2. Given a Lagrangian (1) the quantity

E(q,v,p) = p ·v−L(q,v) (12)

is called a generalized energy function.

Remark 3.3 (Alternative form of Livens principle). Using the generalized energy function, (9)
can be recast as

S(q,v,p) =
∫ T

0
[p · q̇−E(q,v,p)]dt, (13)

such that the corresponding Euler-Lagrange equations (11) emerge as

q̇ = D3 E(q,v,p), (14a)

ṗ =−D1 E(q,v,p), (14b)

0 = D2 E(q,v,p). (14c)

Proposition 3.4. The generalized energy (12) is a conserved quantity along solutions of (11).



Proof. We compute

d
dt

E(q,v,p) = D1 E(q,v,p) · q̇+D2 E(q,v,p) · v̇+D3 E(q,v,p) · ṗ (15)

=−D1 L(q,v) ·v+(p−D2 L(q,v)) · v̇+v ·D1 L(q,v), (16)

where the partial derivatives of E have been used and (11) has been inserted. Thus, the second
term vanishes while the first and third term cancel each other out, such that dE/dt = 0.

Remark 3.5 (Equivalence with Lagrangian dynamics). Note that after reinserting (11c) into (11b)
and making use of (11a), Livens principle traces back to the Lagrangian equations of the second
kind

d
dt

(D2 L(q, q̇))−D1 L(q, q̇) = 0. (17)

Remark 3.6 (Equivalence with Hamiltonian dynamics). For mechanical systems with Lagrangian
(1), relation (11c) yields p = M(q)v, so that, if M is nonsingular, (11a) and (11b) directly lead to
the canonical Hamiltonian equations of motion (7). Moreover, in this case, the generalized energy
function can be identified as the Hamiltonian, such that E(q,v(q,p),p) = H(q,p).

Initially termed Livens principle (cf. Sec. 26.2 in Pars [11]) after G.H. Livens, who proposed this
functional for the first time (cf. Livens [1]), Marsden and co-workers (e.g. [2]) coined the name
Hamilton-Pontryagin principle for this functional due to its close relation to the classical Pontrya-
gin principle from the field of optimal control. Due to its mixed character with three independent
fields (q,v, p), it resembles the Hu-Washizu principle from the area of elasticity theory. More re-
cently, preliminary works [7, 8] by the authors of this constribution have taken up Livens principle
in order to obtain a novel variational principle, the GGL principle which extends Livens principle
to holonomically constrained systems. In these works, new structure-preserving integrators for
systems with constant mass matrix have been developed.

4 HOLONOMICALLY CONSTRAINED SYSTEMS
Assume that the coordinates q are redundant due to the presence of m independent scleronomic,
holonomic constraints. Arranging the constraint functions gk : Rd → R (k = 1, . . . ,m) in a column
vector g ∈ Rm, the constraints are given by

g(q) = 0 . (18)

The constraint functions are assumed to be independent, so that the constraint Jacobian Dg(q) has
rank m. Note that the constraints give rise to the configuration manifold

Q =
{

q ∈ Rd | g(q) = 0
}

. (19)

Correspondingly, Livens principle can be augmented to account for the constraints (18). Accord-
ingly, the functional assumes the form

Ŝ(q,v,p,λλλ ) = S(q,v,p)+
∫ T

0
λλλ ·g(q)dt , (20)

where λλλ ∈ Rm represents Lagrange multipliers for the enforcement of the constraints. Imposing
the stationary conditions on functional (20), the resulting Euler-Lagrange equations are obtained
as

q̇ = v , (21a)

ṗ = D1 L(q,v)−Dg(q)T
λλλ , (21b)

p = D2 L(q,v) , (21c)

0 = g(q) . (21d)



Remark 4.1. Due to the constraints, coordinates become redundant. Hence, the mass matrix
M(q) contained in the Lagrangian can be singular such that the mass matrix is positive semidefi-
nite in general.

Note that (18) at every time induces the secondary constraints or hidden velocity constraints
dg/dt = 0. Taking into account (21a), one obtains

Dg(q)v = 0 (22)

It is well-known that the above differential algebraic equations (DAEs) (21) have differentiation
index 3 (see, for example, [12]), which can lead to numerical instabilities. An index reduction
using the classical Gear-Gupta-Leimkuhler stabilization ([13]) or an expansion of (20) to account
also for the hidden constraints (cf. GGL principle in [7, 8]) can circumvent the arising problems.

We now want to demonstrate that the conservation principle also holds in the constrained setting.

Proposition 4.2. The generalized energy (12) is a conserved quantity along solutions of (21).

Proof. As above, we compute
d
dt

E(q,v,p) = D1 E(q,v,p) · q̇+D2 E(q,v,p) · v̇+D3 E(q,v,p) · ṗ (23)

=−D1 L(q,v) ·v+(p−D2 L(q,v)) · v̇+v · (D1 L(q,v)−G(q)T
λλλ ), (24)

where the partial derivatives of E have been used and (11) has been inserted. Thus, the second
term vanishes while the first and third term cancel each other out. Eventually,

d
dt

E(q,v,p) = λλλ · (Dg(q)v) (25)

remains. Having in mind that (22) holds, also this last part vanished, i.e. dE/dt = 0.

5 STRUCTURE-PRESERVING DISCRETIZATION
In this work, a novel integration method is proposed, which conserves first integrals of the equa-
tions of motion at hand, e.g. the generalized energy function E. This scheme results from a direct
discretization of the Euler-Lagrange equations (21) emanating from constrained Livens princi-
ple. Particularly, discrete derivatives in the sense of Gonzalez [10] are taken into account and are
defined as follows.

Definition 5.1 (Gonzalez discrete gradient). For a given function f : Rm→ R the discrete deriva-
tive D : Rm×Rm→ Rm according to [10] is defined by

D f (x,y) = D f (z)+
f (y)− f (x)−D f (z) ·v

||v||2
v (26)

with z = 1
2(x+y), v = y−x and || • || denoting the standard Euclidean norm on Rm.

Those discrete derivatives represent second-order approximation to the exact gradients such that
discrete derivatives satisfy the directionality condition

D f (x,y) ·v = f (y)− f (x) (27)

as well as the consistency condition D f (x,y) = D f (z) +O(||v||). Eventually, we propose the
energy-consistent integrator, governed by

qn+1−qn = hvn+1/2, (28a)

pn+1−pn = hD1L(q,v)−h
m

∑
k=1

λkDgk(q), (28b)

pn+1/2 = D2L(q,v), (28c)

g(qn+1) = 0, (28d)



where h denotes the time step size, vn+1/2 = 1
2(v

n +vn+1) and pn+1/2 = 1
2(p

n +pn+1). Moreover,
Di denotes the partitioned discrete derivative with respect to the i-th argument. Directionality
condition (27) extends to partitioned versions such that

D1T (q,v) ·∆q+D2T (q,v) ·∆v = T (qn+1,vn+1)−T (qn,vn), (29)

where ∆q = qn+1−qn and ∆v = vn+1−vn.

Remark 5.2. Assuming (1), the present method (28) can be specified as

qn+1−qn = hvn+1/2, (30a)

pn+1−pn = hD1T (q,v)−hDV (q)−h
m

∑
k=1

λkDgk(q), (30b)

pn+1/2 = D2T (q,v), (30c)

g(qn+1) = 0. (30d)

Definition 5.3. A discrete version of the energy function (12) is given by

En = pn ·vn− 1
2

vn ·M(qn)vn +V (qn). (31)

Proposition 5.4. The generalized energy (31) is conserved by time-stepping method (28) in a
discrete sense.

Proof. Scalar multiplying (28b) with ∆q and adding the scalar product of (28c) with ∆v yields

(pn+1−pn) · (qn+1−qn)+hpn+1/2 · (vn+1−vn) = (32)

hD1L(q,v) · (qn+1−qn)−h
m

∑
k=1

λkDgk(q) · (qn+1−qn)+D2L(q,v) · (vn+1−vn)

Inserting (28a) and making use of the directionality property gives

(pn+1−pn) ·vn+1/2 +pn+1/2 · (vn+1−vn) = L(qn+1,vn+1)−L(qn,vn) (33)

−
m

∑
k=1

λk
(
gk(qn+1)−gk(qn)

)
.

After cancelling some terms on the left-hand side of the previous relation and taking into account
that the constraints are identically satisfied in each time step (see (28d)), one eventually arrives at

E(qn+1,vn+1,pn+1) = E(qn,vn,pn) (34)

which concludes the proof.

Proposition 5.5. The discrete fiber derivative (30c) in general does not imply a pointwise fulfill-
ment of the continuous fiber derivative. That is, pn = M(qn)vn does not hold in general. However,
the relation pn = Mvn is satisfied for constant mass matrices.

Proof. In the case of a constant mass matrix, the discrete derivative is given by D2T (q,v) =
Mvn+1/2. Accordingly, the discrete fiber derivative (30c) yields pn+1/2 = Mvn+1/2. Consequently,
provided that pn = Mvn is satisfied, pn+1 = Mvn+1 is fulfilled, too.

Remark 5.6. Using the proposed integrator (30), the discrete total energy

En
tot =

1
2

vn ·M(qn)vn +V (qn) (35)

is in general not identical to the discrete generalized energy function (31). This is only the case, if
pn = M(qn)vn.



6 NUMERICAL EXAMPLE
In the following, the newly proposed scheme (30) is applied to some numerical examples. Since
this involves the solution of an implicit set of equations, Newton’s method is used in every time
step with a tolerance of εNewton. The computations have been performed using the code package
available at [14], which can also be used for verification.

6.1 Mass-spring system with redundant coordinates
We take up an example with singular mass matrix from [5] (cf. Sec. 5, Example 3) as depicted
in Fig. 1 with masses m1 and m2 and springs with constants k1 and k2 and resting lengths l10 and
l20, respectively. By splitting up the system into two seperate subsystems it can be considered a
multibody system with two degrees of freedom. However, we use two absolute coordinates (x1
and q2) and one relative coordinate x2 to define the systems kinematics, i.e. d = 3, and

q =

x1
q2
x2

 (36)

with corresponding velocities

v =

v1
v2
v3

=

ẋ1
q̇2
ẋ2

 . (37)

Consequently, the interconnection constraint q2 = x1 + l10 +w arises, which can be recast as

g(q) =
1
2
(
(q2− x1)

2− (l10 +w)2)= 0, (38)

such that m = 1. The total kinetic energy is given by

T =
1
2

m1v2
1 +

1
2

m2(v2 + v3)
2 (39)

and thus the mass matrix in (1) can be identified as

M =

m1 0 0
0 m2 m2
0 m2 m2

 (40)

and is singular. Thus, the inverse M−1 does not exist and we cannot find a Hamiltonian for this
problem. The potential is given by the elastic potential of the two springs, which is assumed to be
nonlinear, such that

V (q) =
1
4

k1(x2
1 + x4

1)+
1
4

k2(x2
2 + x4

2). (41)

k1

m1

w
k2

m2

x1 + l10

q2 x2 + l20

Figure 1. Spring-mass multibody system.



Table 1. Simulation parameters for mass-spring system with i ∈ {1,2}.
h T mi ki li0 w εNewton

0.1 10 {1,1} {1,3} {1,1} 0.1 10−9

Since M is constant and does not dependent of the configuration, the discrete generalized energy
(31) and the discrete total energy of the system (35) are equivalent. Simulation parameters have
been chosen as shown in Table 1.

The simulation yielded the energy evolutions displayed in Fig. 2, where energy transfer between
kinetic and potential energy becomes visible. The energy-consistent approximation provided by
the proposed method becomes obvious in Fig. 3, where the temporal increment of the generalized
energy is close to computer precision, such that it is a discretely conserved quantity. Furthermore,
Fig. 4 underlines the computationally exact treatment of the constraint equation in each time step.

6.2 Nonlinear spring pendulum with spherical coordinates
We analyze the 3D spring pendulum with nonlinear spring potential formulated in spherical co-
ordinates. The distance of mass m from the Cartesian origin is given by r ∈ R≥0 and two angles
θ ,ϕ describe the orientation, as depicted in Fig. 5. Consequently, the system has three degrees of
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Figure 4. Positional constraint (38)

freedom and

q =

 r
θ

ϕ

 . (42)

The potential energy is given by the nonlinear internal potential with spring constant EA such that

V (q) =
1
2

EAε
2(r), (43)

where the strain in the spring is computed via

ε(r) =
r2− l2

0

2l2
0

(44)

and l0 denotes the spring’s resting length. The mass matrix from (1) for this example is given by

M(q) = mdiag(1,r2,r2 sin2(θ)) (45)

ϕ

θ

m

r

EA

Figure 5. Spring pendulum.



Table 2. Simulation parameters for spring pendulum.

h T m EA l0 εNewton

0.01 1 1 300 1 10−9

and becomes singular if θ = kπ for all integers k ∈ Z. Inital conditions have been chosen as

q0 =

1.05
π/2

0

 , v0 =

0
1
1

 (46)

to achieve an initial elongation of the spring by 5% and a tangential initial velocity. Simulation
parameters have been chosen as shown in Table 2.

In this example, the energetic quantities have been simulated as can be seen in Fig. 6. While the
conservation of the discrete total energy is captured down to an order of 10−4 (cf. Fig. 7), the
generalized energy function is exactly preserved by the newly proposed scheme (see Fig. 8).
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7 CONCLUSION & OUTLOOK
The present approach to the numerical integration of dynamical systems is based on Livens princi-
ple (cf. [1]). This variational principle is characterized by combining Lagrangian and Hamiltonian
viewpoints on mechanics. Thus, the need for the inversion of the mass matrix is avoided, which
allows the simulation of systems with singular mass matrix. Moreover, the presented framework
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takes account of configuration-dependent mass matrices. A generalized energy function is intro-
duced, which is identical to the total energy and can be linked to the Hamiltonian if the inverse
mass matrix exists.

The framework has been extended to mechanical systems subject to holonomic constraints, and
can thus be linked to previous works [7, 8], where a new variational principle has been introduced.
The restrictions therein to constant and non-singular mass matrices have therefore been overcome.

Based on this novel formulation, a structure-preserving discretization has been applied and the
emanating time-stepping scheme features both velocity and momentum quantities. As the scheme
makes use of Gonzalez discrete gradients (see, e.g. [10]), the proposed integrator discretely covers
the conservation of the generalized energy (which differs from the total energy of the system
if the mass matrix is configuration-dependent) and aims at the preservation of momentum maps
corresponding to the system’s symmetries. The integrator satisfies the constraint functions down
to computer precision. Moreover, due to the relation with the midpoint rule, the scheme is at most
second-order accurate.

The newly proposed structure-preserving integration scheme enhances the method presented by
Gonzalez [15] with respect to the formulation in a more general (not necessarily Hamiltonian)
framework, which makes possible the energy-consistent simulation of systems with configuration-
dependent or singular mass matrices.

The numerical properties of the present method have been demonstrated in representative examples
of multibody dynamics: the well-known spring pendulum in spherical coordinates and a mass-
spring system with singular mass matrix taken from [5].

It should be noted that in the present work we have focussed on the design of an energy-preserving
scheme. The development of variational integrators based on Livens principle with configuration
dependent or singular mass matrices is interesting, as well. Especially the design of higher order
methods by following the ideas presented in Wenger et al. [16] might be in the scope of future
research . In this connection, the approach recently developed in Altmann & Herzog [17] should
also be applicable.
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